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ABSTRACT

Purpose: The purpose of the presented study was to develop a set of 
recommendations for decision-makers (policymakers and public manag-
ers) and public employees to enhance the effectiveness and efficiency 
of organisational elements in the adoption of artificial intelligence (AI) 
in public institutions.
Design/methodology/approach: Utilising a systematic literature review 
following the PRISMA protocol, the study examines the organisational 
enablers of AI adoption in public institutions. Comprehensive search que-
ries in the Scopus database identified relevant literature focusing on the 

1 This article is a revised and expanded version of the paper entitled ‘Artificial intelligence adop-
tion and organisational transformation for smart public institutions’, presented at the NISPAcee 
conference, Belgrade, Serbia, 25–27 May 2023 and of the chapter entitled ‘Uvedba izbranih 
disruptivnih tehnologij in organizacijske spremembe v institucijah javnega sektorja’ in the mono-
graph ‘Digitalna preobrazba javne uprave v teoriji in praksi’ (ed. Aristovnik, Kovač & Jukič, 
2024). The article is a result of a research program/projects funded by the Slovenian Research 
and Innovation Agency (ARIS) under grant numbers P5-0093, J5-2560 and J5-50165.
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intersection of AI technologies and various organisational elements. The 
analysis was facilitated by NVivo 12, enabling a structured examination 
of key organisational facets for people, culture, structure, processes, and 
technology within public institutions.
Findings: Previous studies on AI adoption in public institutions identi-
fied numerous enablers of AI adoption associated with organisational 
elements like people/employees, structure, culture, technology, and pro-
cesses. Several surveys and case studies stress the importance of con-
centrating on the introduction or transformation of these organisational 
elements prior to or concurrently with the adoption of AI.
Academic contribution to the field: By applying a systematic literature 
review protocol, the study represents the first holistic and systematic re-
view of specific organisational elements that can serve as enablers of AI 
adoption in public institutions.
Research limitations/implications: This systematic literature review was 
subject to several limitations. Firstly, the division of AI literature between 
natural and social sciences, with the former focusing on technical aspects 
and the latter on broader organisational themes, may have resulted in an 
incomplete depiction of the intersection of AI and organisational change. 
Secondly, despite the broad search queries, inherent limitations of key-
word-based searches may have excluded some relevant studies. Thirdly, 
considering the rapid evolution of AI technology, our review may not fully 
encapsulate the very latest developments in the field as it covers litera-
ture published until May 2023. Finally, the interpretation and coding of 
literature, despite the use of NVivo 12, involved subjective elements that 
could affect the study’s outcomes.
Practical implications: Drawing from experiences in the private sector, 
public institutions are increasingly adopting AI technologies across vari-
ous subsectors such as public finance (taxation), research, healthcare, 
law enforcement, defence, education. This requires a transformation in 
both hard (structure, processes etc.) and soft aspects (people, organisa-
tional culture etc.). Therefore, the enablers identified in the study can 
serve as guidelines for decision-makers and implementers of AI at all lev-
els of public institutions.
Social implications: If adopted effectively and efficiently and used pro-
fessionally and ethically, the use of AI in public institutions can bring 
many benefits to society, such as transparency, justice, cost and time ef-
ficiency, high quality services, and improved collaboration between dif-
ferent stakeholders in society.
Originality/significance/value: Our study makes a distinct contribution 
by shifting the focus from technological barriers to organisational ena-
blers of AI adoption in public institutions. It bridges a critical gap in the 
literature by integrating both technical and social science perspectives, 
providing valuable insights for theory and practice in the fields of organi-
sation and management.

Keywords: AI adoption, artificial intelligence, organisational changes, organisational 
enablers, public institution, systematic literature review

JEL: H83, M12, O33
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1 Introduction

The concept of “thinking machines” first emerged in the 1950s when the 
British mathematician Alan Turing posed the question of whether machines 
could engage in cognitive processes. In his seminar paper published in col-
laboration with Haugeland in 1950 (Turing and Haugeland, 1950), he intro-
duced the “Turing test” to define thinking, requiring a machine to converse 
with humans in a manner indistinguishable from a human. The term “artificial 
intelligence” that is today widely used was coined by John McCarthy, a maths 
professor at Dartmouth in 1955. McCarthy employed this phrase as a neutral 
term to describe the then emerging field (Siebel, 2019). Following the con-
ceptualisation of artificial intelligence (AI), interest, research and the volume 
of investments in these systems have grown tremendously, especially in the 
last decade, in both the private and public sectors to improve problem-solving 
and decision-making as well as implementation processes in high-uncertainty 
environments (Androutsopoulou et al., 2019; Desouza et al., 2020; Mikhaylov, 
2018; Murko et al., 2023a).

Public institutions have already joined the wave of AI adoption (Murko et al., 
2023b). First, this referred to systems that use AI to: a) enhance the quality 
of internal processes and public service delivery through automated deci-
sion-making and data analytics (de Sousa et al., 2019; Hodzic et al., 2021); b) 
improve the quality of public services (Ojo et al., 2019); c) identify the risks 
more effectively (Ojo et al., 2019); and thereby d) increase the accuracy of 
human decision-making, which is prone to biases and errors (Compton et 
al., 2022). Particularly during the COVID-19 lockdowns that also saw public 
administration buildings being closed, public services were chiefly provided 
through online platforms (Fischer et al., 2022; Mergel et al., 2023). The pan-
demic consequently heightened the demand for both proactive service de-
livery and a significant transformation of public institutions’ digital services. 
Second, public institutions play the role of regulators and enablers of the ef-
ficient adoption of AI in private business entities. Still, the enthusiasm for in-
troducing AI into the public sector is inevitably accompanied by some degree 
of uncertainty and possible challenges. Risks of AI include the widening of 
divides in society, infringing on citizens’ privacy rights, and clouding public 
decision-makers’ accountability (Floridi et al., 2018). AI-related challenges are 
frequently outlined and debated as lists of significant topics. These include 
considerations to do with policy, legal aspects, governance and ethics, all of 
which call for careful attention (Desouza et al., 2020; Dickinson and Yates, 
2023; Leslie, 2019; Mikhaylov et al., 2018). AI can create new challenges or 
intensify existing policy concerns, especially in areas like job displacement, 
taxation, justice and equality, safety and privacy concerns, and the application 
of force (Gasser and Almeida, 2017). Avoiding or mitigating such risks requires 
thoughtful preparation, strategies and regulation (Dwivedi et al., 2019; An-
droutsopoulou et al., 2019; de Sousa et al., 2019), which are all closely con-
nected with the organisational aspects of public institutions.
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To introduce AI as smoothly as possible, policymakers and public manag-
ers must recognise and understand the range of possibilities for using this 
technology and, most importantly, the way that AI interrelates with the or-
ganisation’s key elements, such as structure (Rudko et al., 2021), processes 
(Waardenburg et al., 2021), employees (Pan and Froese, 2022) and organi-
sational culture (Farrow, 2020). Not even the best and latest technologies 
can guarantee effective and efficient operations if changes are not also in-
troduced in areas of the organisation (e.g., horizontal and vertical mobility, 
agile project management), leadership (e.g., mentorship, change manage-
ment) and human resources management (e.g., internal training, knowledge 
management). Public institutions may downplay the risks of adopting AI by 
misunderstanding the subsequent organisational changes required for their 
efficient transformation. This means more detailed insight is needed to un-
derstand the organisational changes that are required while adopting AI as 
seamlessly as possible.

The topic of AI in the public sector has become ever more relevant and is at-
tracting greater attention among researchers around the world (Androutso-
poulou et al., 2019; Bullock et al., 2020; Campion, 2022; de Sousa et al., 2019; 
Desouza et al., 2020; Mergel et al., 2023; Mikalef et al., 2022; van Noordt and 
Misuraca, 2022). Nevertheless, what is missing is a study that exclusively sys-
tematically and holistically distils the elements down to facets (sub-elements) 
within the gamut of the organisation with regard to public institutions. This 
makes addressing this gap through a focused literature review study essen-
tial. In our systematic literature review (SLR), we aimed to assess the increas-
ingly relevant topic of AI in public institutions by compiling existing research 
covering various organisational elements, facets, and research contexts. The 
goal of the SLR was to consolidate scientific evidence to support the argu-
ment that a holistic and systematic organisational setting is a critical enabler 
of the effective and efficient adoption of AI in public institutions.

Accordingly, the main objective of the paper is to present analysis of AI adop-
tion and associated organisational changes in public institutions to gain insight 
into the state-of-the-art and to design proposals for public managers and poli-
cymakers regarding the effective and efficient adoption of AI in public insti-
tutions together with organisational changes before and/or during AI adop-
tion. The study presents a comprehensive Systematic Literature Review (SLR) 
of scientific literature retrieved from the Scopus database based on specific 
inclusion/exclusion criteria and limited to querying the context of AI adop-
tion and changes in the extended (public) organisational setting. A descriptive 
evaluation of the body of literature is followed by content analysis based on a 
specific pattern of analytic categories derived from a typical research process. 
Finally, the findings are rigorously reviewed to identify, classify, interpret and 
summarise relevant literature in terms of changes in organisational elements 
while adopting AI and to identify implications for public sector institutions.
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2 Literature review

2.1 Artificial Intelligence in General and in Public Institutions

Various definitions of AI can be found in the literature, each stressing the 
concept of programmed non-human intelligence designed to execute par-
ticular tasks (Dwivedi et al., 2019). Some definitions are based on the specific 
disciplines utilising AI systems, while others reflect different phases of the AI 
life cycle (Berryhill et al., 2019). Russell and Norvig (2016) characterised AI as 
systems that replicate human cognitive functions like learning, speech and 
problem-solving. Kaplan and Haenlein (2019) offered a more comprehensive 
definition, describing AI as holding the capacity to autonomously process and 
learn from external data, thereby achieving certain goals through adaptable 
methods (Dwivedi et al., 2019). Wirtz, Weyerer and Geyer (2019) examined 
various AI definitions and suggested a unified definition, seeing AI as a com-
puter system’s ability to exhibit problem-solving and human-like intelligent 
behaviour, supported by key competencies like understanding, perception, 
action and learning.

The European Commission (EC, 2019) defines AI as “systems that display in-
telligent behaviour by analysing their environment and taking actions – with 
some degree of autonomy – to achieve specific goals”. AI technology iden-
tifies patterns in large amounts of data to predict outcomes for similar in-
stances (Dwivedi et al., 2019). It can be defined as a technology for advanced 
prediction (Agrawal et al., 2017; Mergel et al., 2023). Artificial intelligence 
is a multifaceted field that includes numerous subsets and methodologies, 
encompassing machine learning, deep learning, artificial neural networks, 
natural language processing, automated decision-making, robotics, and com-
puter vision, among others. Despite the diversity of these technologies, the 
papers selected for our study do not delineate a specific type or subset of AI. 
Instead, they broadly refer to the term “artificial intelligence.” This observa-
tion aligns with the findings of Krafft et al. (2019) and van Noordt (2022), 
who noted that a significant portion of the literature (social sciences) does 
not explicitly define “AI.” Consequently, our use of the general term “AI” 
throughout this paper reflects this ambiguity in the source material. We are, 
therefore, unable to provide a precise explanation of what subsets or types 
of AI the authors referred to, mirroring the broader trend of employing the 
term “AI” without specification. This approach underscores the need for clar-
ity and specificity in scholarly discussions on AI to enhance the precision and 
applicability of research findings.

Various industries are increasingly adopting AI applications to improve deci-
sion-making and reduce costs by analysing vast amounts of data. The most 
obvious ones are technological giants that use AI on a large scale in areas like 
advertising placement and product recommendations. Other industries, such 
as financial services and healthcare, are also finding ways to use AI to reduce 
fraud, predict customer behaviour, improve patient outcomes, and discover 
new treatments. The use of AI in transportation, including autonomous vehi-
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cles, promises safety, environmental benefits, and improved quality of life. 
The industrial, manufacturing, energy and military sectors are also incorpo-
rating AI applications to improve efficiency and streamline their operations 
(Siebel, 2019; Dwivedi et al., 2019; Stone et al., 2016; Li et al., 2017).

AI holds the potential to revolutionise numerous industries, including the 
public sector, which stands out as an area where AI could have a substantial 
impact. This impact is seen in enhancing public services, internal operations, 
and decision-making processes. Additionally, AI can positively affect process 
automation, cognitive insight generation, and cognitive engagement (Mikalef 
et al., 2023). In some instances, AI is already delivering considerable benefits 
and adding public value for citizens. This potential has sparked growing inter-
est in employing AI within the public sector to transform internal service de-
livery and policy formulation (Misuraca and Van Noordt, 2020). AI-supported 
public services have become a key focus for policymakers, leading to substan-
tial government investments in either procuring or developing AI solutions. 
These investments aim to explore the potential of AI in substituting or aiding 
human decision-making processes, either by completely automating deci-
sions or assisting in decision preparation (Mergel et al., 2023). Public sector 
organisations generate large amounts of data, creating a lot of potential for 
applications of AI technologies (Dwivedi et al., 2019). When used ethically, AI 
and big data sources can improve the public sector’s operations by freeing 
up workers’ cognitive resources for higher-value tasks (Eggers et al., 2017). 
AI has the potential to increases the quality of public services, build citizens’ 
trust, boost efficiency, reduce time and costs, handle complex tasks and 
enhance competitiveness and public value creation (Zuiderwijk et al., 2021; 
Criado and Gil-Garcia, 2019; Kankanhalli et al., 2019). Mehr (2017) discusses 
several challenges faced by public institutions for which AI applications are 
deemed highly suitable. These challenges include the allocation of resources, 
handling of large datasets, the shortage of experts, dealing with predictable 
scenarios, executing procedural and repetitive tasks, and aggregating and 
summarising diverse data.

To date, the typical instances of public sector AI adoption are virtual assis-
tants, e.g., chatbots, providing information about public institutions or re-
sponding to queries, pattern detection to improve information modelling 
during disaster responses, analysis and early warning to combat fraud and 
increase accountability, facial recognition for surveillance and security pur-
poses etc. (Androutsopoulou et al., 2019; Bassey et al., 2022; Mergel et al., 
2023; Tan et al., 2021; OECD, 2022; van Noordt and Misuraca, 2022). Despite 
being studied by many academic disciplines, AI in the public sector has not yet 
been subjected to systematic and holistic research by organisational science 
scholars. A selection of partial studies that have already been conducted is 
presented in the next subchapter.
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2.2 Research on Artificial Intelligence and Organisational 
Changes

A reasonable amount of prior research is already available with respect to 
use cases and lessons learnt, benefits, opportunities, challenges, barriers and 
enablers of AI adoption in public sector institutions (Androutsopoulou et al., 
2019; Berryhill et al., 2019; Campion et al., 2022; Chatterjee, 2020; Desouza et 
al., 2019; Haug, et al., 2023; Mikalef et al., 2019; Mikhaylov et al., 2018; Tinholt 
et al., 2017). Some research studies looked at a specific public sector subsec-
tor, e.g., healthcare (Alhashmi et al., 2019), tax administration (Bassey et al., 
2022) or municipalities (Mikalef et al., 2022; Schaefer et al., 2021), others at a 
particular field within a public sector institution, e.g., human resources man-
agement (Abdeldayem and Aldulaimi, 2020; Pan and Froese, 2022), some at 
a given technological solution within the AI family, e.g., chatbots (Androutso-
poulou et al., 2019), and some at related scientific fields, e.g., law, ethics (Dj-
effal, 2020; Floridi et al., 2018; Ireni-Saban and Sherman, 2021; Leslie, 2019).

According to Berryhill et al. (2019) and van Noordt and Misuraca (2022), pub-
lic sector institutions can use AI to: a) make better decisions and design bet-
ter policies; b) improve engagement and communication with citizens; and c) 
improve the quality and speed of public public services delivery. Adopting AI 
in the policymaking process can make it more data-driven, enable the quicker 
detection of social issues and ensure better analysis of potential policy so-
lutions with faster feedback loops following the deployment of new policy 
(Höchtl et al., 2016). On the other hand, internal processes can become more 
effective and efficient due to the automatising of common operations, while 
staff can also be augmented and empowered by the recommendations made 
by AI systems (Mehr et al., 2017).

Ensuring that the considerable benefits of AI in the public sector are achieved 
is a challenging endeavour. The public sector is lagging behind the private sec-
tor when it comes to AI adoption. The complexity of the field and the steep 
learning curve entailed further complicate matters. Moreover, the unique 
purpose and context of the public sector create distinct challenges that must 
be addressed. To understand the subject of AI adoption in the public sector, 
several detailed literature reviews have already been performed (e.g., de 
Sousa et al., 2019; Dwivedi et al., 2019; Haug et al., 2023; Ishengoma et al., 
2022; Mergel et al., 2023; Pencheva et al., 2020; van Noordt and Misuraca, 
2022; Zuiderwijk et al., 2022) in an effort to understand the dimensions of AI 
in public institutions and its associated challenges, opportunities, and agenda 
for research, practice and policy. Mergel et al. (2023) and Haug et al. (2023) 
strongly highlight the need to address the theoretical research gap with re-
gard to AI adoption in the public sector. They stress that the future integra-
tion of AI into this sector will be intricately connected with inevitable changes 
that occur as natural processes over time, such as the ageing workforce that 
the job market cannot easily replace. The authors also note that changes will 
also arise as direct outcomes of AI adoption and advancements in the technol-
ogy itself. While it is still too early to expect detailed insights into the results 
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of the public sector’s AI-based digital transformation, analyses that are as ho-
listic and as systematic as possible are extremely useful for further progress 
with AI adoption in the public sector.

Different frameworks/models have already been designed for the effective 
and efficient adoption of AI in the public sector (Holmström, 2022; Pechtor 
and Basl, 2022; Schaefer et al., 2021; Stenberg and Nilsson, 2020; van Noordt 
and Misuraca, 2020a; Wilson and van der Velden, 2022; Wirtz and Müller, 
2019). The Technology Acceptance Model (TAM, along with its iterations TAM 
2 and TAM 3) and the Unified Theory of Acceptance and Use of Technology 
(UTAUT and UTAUT 2) are among the most commonly used frameworks with 
respect to the adoption of technology. These models primarily concentrate 
on individual adopters’ beliefs, perceptions and intentions to use technology 
(Neumann et al., 2022; Rondan-Cataluña, 2015). Yet, these frameworks have 
been criticised for being overly simplistic and having a narrow focus (Shachak 
et al., 2019). Shachak et al. (2019) and Chen et al. (2021) therefore proposed 
implementing multi-dimensional approaches that can better capture the 
complexity of issues surrounding the implementation and use of new disrup-
tive technologies. Schack et al. (2019) recommended adopting and develop-
ing theoretical frameworks and methodologies that account for multiple, in-
terrelated, socio-technical aspects.

A model that moved beyond individuals’ point of view is the Technology-Or-
ganisation-Environment (TOE) framework designed in 1990 by Tornatzky et 
al. for organisational-level, decision-making adoption. It explains three types 
of factors: technological, organisational and environmental. The basic TOE 
framework has been widely applied to explain the development of innovative 
capabilities in both the private (Aboelmaged, 2014; Abhay et al., 2007; Kuan 
and Chau, 2001) and public sector (Al Hadwer et al., 2021; Desouza et al., 
2020; Neumann et al., 2022), e.g., in healthcare (Chang et al., 2007; Yang et al., 
2021) and in municipalities (Mikalef et al. 2022; Schaefer et al., 2021). Accord-
ing to this framework, institutions that adopt and implement technological 
innovations are influenced by organisational factors like a public institution’s 
size, organisational structure, management support, culture, financial and hu-
man resources (Al Hadwer et al., 2021; Chang et al., 2007; Jöhnk et al., 2021; 
Kazley and Ozcan, 2007; Liu, 2011; Neumann et al., 2022). Technological fac-
tors include internal and external technologies, such as information and data 
risks, systems security and complexity, electronic records, and source risks (Al 
Hadwer et al., 2021; Chang et al., 2007; Yang et al., 2013). The environmental 
factors encompass industry or public sector subsector requirements, govern-
ment regulation (e.g., GDPR), differences between urban and rural areas, cus-
tomer readiness and citizen expectations (Kazley and Ozcan, 2007; Neumann 
et al. 2022; Yang et al., 2013). The TOE framework’s popularity might lie in 
the holistic approach and the explicit emphasis on organisational and environ-
mental factors – alongside the technological ones that tend to dominate in 
most other frameworks (Neumann et al., 2022). It is also focused on technol-
ogy adoption on the organisational level, not only the individual one, which is 
the biggest novelty of the model. On the other hand, while discussing the or-
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ganisational factors within the TOE, in many studies they were not only purely 
organisational, but also touched on the financial aspect (e.g., cost savings (Mi-
kalef et al., 2020) or funding (van Noordt and Misuraca, 2020b)), regulation 
(e.g., regulatory support) (Al Hadwer et al., 2021) and end-user participation 
(van Noordt and Misuraca, 2020b). This explains why we decided to focus on a 
model that would delve more deeply into the factors that influence AI adop-
tion from only the organisational point of view.

Further, when studying organisation as a scientific field we can find authors 
who have already looked at different organisational aspects concerned with 
the adoption of AI in the public sector. Such aspects were factors inhibiting 
the adoption of artificial intelligence on the organisational level (Alsheiabni et 
al., 2019), changes in the organisational structure (Rudko et al., 2021), change 
management (Jöhnk et al., 2021; Waardenburg et al., 2021), leadership (Ef-
fendi and Pribadi, 2021; Jahankhani, 2020), organisational performance (Mi-
kalef et al., 2023), knowledge management (El Asri and Benhlima, 2020) etc. 
All of the above studies concentrated on a particular aspect of organisation 
and did not tackle other aspects in a way that would provide a holistic insight 
into the enablers/barriers (before) and consequences/benefits (after) of AI 
adoption in public institutions. The above considerations led us to design re-
search that would study the organisation as a complex construct (not in the 
sense of an institution) in terms of all of its elements and facets in the role of 
enablers of AI adoption.

2.3 Organisational Elements and Related Facets

With the intention to systematically and holistically focus on the organisation-
al enablers, our study is based on use of the Leavitt model as an initial frame-
work for AI adoption in public institutions. Leavitt’s model is an established 
model that includes all essential organisational elements, and was originally 
called the Diamond Model (Leavitt, 1964). Leavitt’s Diamond is a widely ac-
cepted conceptual model in organisational literature that views an organisa-
tion as a system of four interconnected elements: people, structure, tasks 
and technology. The author states that these variables involve many transac-
tions with each other. Thus, changing one of them results in a change in other 
components. The model therefore provides a holistic view of the complexi-
ties of organisation and has been widely used as the basis for understanding 
and realising organisational changes (Jamali et al., 2011). While planning for 
a change (e.g., the adoption of a new ICT) in any kind of business, many mis-
takes are often made and consequent problems/challenges must be tackled. 
Changes often fail due to a lack of planning and systematic preparation. The 
initiators of the change often treat the initiatives isolated from other parts 
of an institutional organisation, which implies that the change will probably 
be unsuccessful. It is almost impossible to implement any important change 
without it having an effect on other organisational units, processes, employ-
ees or other stakeholders, whether intentional or not. This makes it necessary 
to be aware of the effects any change can have on the entire institution and 
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its stakeholders, and to plan accordingly for the change to be as effective and 
efficient as possible.

Although initially designed for private sector organisations, Leavitt’s model 
has proven to be a valuable foundation for understanding the factors that in-
fluence the development of public sector organisations as well (Nograšek and 
Vintar, 2014). Later, other authors extended the model, adding organisation-
al culture as a fifth element and replacing “tasks” with “processes” (Burke and 
Peppard, 1995; Kovačič et al., 2004). All of these elements are interdepend-
ent, and a change in one element will affect the others (Nograšek and Vin-
tar, 2014). Moreover, Nograšek and Vintar (2014) proposed a different per-
spective that combines two views. First, digital technology is an essential tool 
and an enabler that drives digital transformation and hence also AI adoption. 
Second, the potential for digital transformation depends on the ‘readiness’ 
of the socio-technical system’s other critical components, namely processes, 
people, structure and culture, representing the basis of our research frame-
work and a starting point for identifying the most relevant, state-of-the-art 
scientific literature.

The logic of the five organisational elements (structure, processes, people, 
culture, technology) of Leavitt’s model therefore provided the initial frame-
work within which we try to detect the facets that are facilitating and/or ac-
celerating the adoption of AI in public institutions. Since AI is a technology 
itself, we were looking for facets within the “technology” element that were 
understood as prerequisites for AI adoption and represent the existing avail-
able technological infrastructure (hardware and software) that is needed for 
effective and efficient AI adoption in public institutions. In the text below, we 
describe the research methodology and results, and discuss the key findings 
concerning AI adoption from an organisational point of view.

3 Research methodology

To accomplish the study’s research objectives, we conducted a systematic 
literature review as an adequate, comprehensive, transparent and replicable 
way of identifying, selecting and analysing scientific literature regarding our 
subject of interest (Fink, 2007; Okoli and Schabram, 2010; Page et al., 2021). 
The search was conducted between November 2022 and May 2023 by apply-
ing the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) protocol (Moher et al., 2009).This approach was chosen because of 
its transparent procedures that allow for the findings to be replicated and 
verified (de Sousa et al., 2019). The PRISMA procedure entails four phases: 
(1) identification; (2) screening; (3) eligibility; and (4) inclusion (Knobloch et 
al., 2011; Liberati et al., 2009). The scope of relevant studies was established 
during the identification phase in line with our research objectives:

RO1: To study the organisational aspect of AI adoption in public institutions.

RO2: To identify the facets within organisational elements that enable (facili-
tate and/or accelerate) the adoption of AI.
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Considering the set research objectives, the basis for our research frame-
work was grounded on the extended Leavitt diamond model (Leavitt, 1964; 
Kovačič et al., 2004; Nograšek and Vintar, 2014), as presented in the literature 
review section (2.3). The mentioned model contains key organisational ele-
ments: people, structure, culture, technology and processes.

The scientific literature on artificial intelligence in public institutions’ organi-
sation research was extracted from the Scopus database, a world-leading 
academic literature collection, in January 2023. To capture all of the specif-
ics and subdomains of AI on one side and organisation research associated 
with public institutions on the other, the search queries used in the advanced 
document search included a broad range of keywords related to several AI 
techniques and public sector levels, identified in the extensive literature re-
view of existing studies in this research area. Accordingly, AI or artificial intel-
ligence is considered to be an umbrella term, including several technologies 
belonging to the AI family (sometimes overlapping with statistical or data sci-
ence domains), such as machine learning, neural networks, natural language 
processing etc.). However, despite the historical works on AI, there is still no 
commonly accepted definition, leading to many studies only searching for AI 
literature with the limited query “artificial intelligence” or “ai”, possibly leav-
ing out relevant literature.

The search queries for this study hence covered the following AI-related key-
words: “artificial intelligence”, “ai”, “machine learning”, “deep learning”, “rein-
forcement learning”, “supervised learning”, “unsupervised learning”, “neural 
networks”, “natural language processing”, “computer vision”, “image recogni-
tion”, “facial recognition”, “speech recognition”, “intelligence systems”, “vir-
tual assistant”, “predictive analytics”, “semi-supervised learning”, “machine 
reasoning”, “support vector machine”, “chatbot” AND the following public 
institutions-related keywords: “government”, “public management”, “pub-
lic governance”, “public sector”, “public administration”, “public institution”, 
“public policy”, “public organisation”, “society”, “municipality”, “ministry”, 
“public service”, “e-government”, “smart government”, “electronic govern-
ment”, “DEG”, “digital era government”, “digital government”, “smart govern-
ance”, “e-governance”, “electronic governance”, “digital era governance” and 
“digital governance”. The selected keywords are consistent with different dig-
ital government transformation concepts and the general evolution of e-gov-
ernment discourse, including the most recent smart government (Criado and 
Gil Garcia, 2019). The identification of documents was further fixed with the 
keywords “organisat*” and “organizat*” and set to search within articles, con-
ference papers, book chapters and books. In addition, the search was set to 
include titles containing the search words, not limited to any subject area. The 
initial search returned 110 documents. However, after checking and screen-
ing titles and abstracts (the second PRISMA stage) 35 papers were removed 
for not being related to organisational elements of public institutions (the 
third and fourth PRISMA stages). This led to 75 documents being identified as 
relevant to the study on AI and organisational transformation.
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Figure 1: Flowchart of determining the database in Scopus

General limitations

– Document type: article, conference paper, book chapter, book
– Language: English
– Period: Not limited

– Keyword search: Title
– Search field: All subject areas
– Result: 110 documents found

Manual examination

– Checking and screening the title and abstract
– Deleting 35 documents that did not cover organisational 

elements

Exclusion criteria: focus on general operations or only on technical 
aspects – studies restricted to the technical aspects of AI

Final database

75 documents

Source: authors’ elaboration.

The complete versions of identified literature were retrieved and stored us-
ing the NVivo 12, a software program for qualitative and mixed-methods 
research. This software allowed us to code the key elements based on the 
research framework (people, culture, structure, processes, technology) while 
reading the identified literature. The coding system enabled us to link similar 
ideas from different articles, identify contradictions in arguments, compare 
(dis)similarities and build a structured overview of identified organisational 
facets when it comes to AI adoption, as is presented in the following section.

4 Results

The detailed systematic literature review revealed the main findings of au-
thors concerning public institutions’ adoption of AI. Different studies from 
numerous countries and public sector subsectors were selected according to 
the abovementioned methodology. In the analysed papers, the authors de-
scribe the enablers and the barriers to AI adoption. The following tables in-
clude the facets within the five elements of the Leavitt model (people, struc-
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ture, culture, technology, processes) that were identified as the key enablers 
of AI adoption in public institutions.

Table 1: Enablers within the People element

Element – People Authors

– Top managers’ positive perceptions, previous 
experiences with AI and understanding regarding the 
application and value of AI

– Top management support for integrating AI solutions 
(e.g., providing time and financial resources, 
overcoming resistances)

– Top management support for the development of an 
AI adoption strategy

– IT managers’ openness and trust concerning AI
– IT managers’ understanding of AI’s direct value 

and implications for citizens’ lives beyond just the 
technological aspects

– IT managers’ plans for AI adoption

– Leadership style
– Opinion of an informal leader

– High salaries for AI experts
– Communication and intrinsic motivation of AI project 

members, other staff and external partners
– Supporting employees to overcome fears of losing a 

job and de-humanisation or human replacement by 
robots at work, and fears of additional control

– In-house staff knowledge of AI – trainings, tutoring 
and other knowledge transfers regarding AI and its 
capabilities, and other IT skills on all levels of the 
organisation

– Employment of external AI specialists

– The abilities of front-line officials to interpret data 
in order to explain the decision-making process and 
to assume responsibility for the outcomes of those 
decisions

Alshahrani et al., 2022,

Campion et al., 2022,

Chen et al., 2023,

Criado et al., 2022,

Effendi and Pribadi, 2021,

Ishengoma et al., 2022,

Mikalef et al., 2019,

Mikalef et al., 2022,

Neumann et al., 2022,

Noymanee et al., 2022,

Ojo et al., 2019,

Peretz-Andersson et al., 
2021,

Plantinga, 2022,

Schaefer et al., 2021,

van Noordt and Misuraca, 
2020a,

van Noordt and Misuraca, 
2020b,

Wirtz and Müller, 2019.

Source: authors’ elaboration.

Despite the technology (AI) and its adoption being discussed in the study, 
people (i.e., employees – public managers, public servants, external AI ex-
perts) must be put first while discussing ICT novelties/transformations that 
are being introduced into public organisations. Several authors (Alshahrani et 
al., 2022; Campion et al., 2022; Chen et al., 2023; Criado et al., 2022; Effendi 
and Pribadi, 2021; Ishengoma et al., 2022; Mikalef et al., 2019; Mikalef et al., 
2022; Neumann et al., 2022; Noymanee et al., 2022; Ojo et al., 2019; Peretz-
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Andersson et al., 2021; Plantinga, 2022; Schaefer et al., 2021; van Noordt and 
Misuraca, 2020a; van Noordt and Misuraca, 2020b; Wirtz and Müller, 2019) 
studied the enablers of successful AI adoption related to the human factor. 
Many of these authors stress that, first, top management’s understanding and 
positive perception of the application and value of AI are the key enablers of 
AI adoption, followed by top management’s support in terms of developing a 
strategy, providing resources, and change management activities. The second 
set of facets concerns IT managers who must be open and trust the AI and 
understand the AI’s value and direct implications for citizens. After designing 
a strategy, IT managers are those who should be in charge and responsible for 
the preparation of plans for the AI adoption. Third, besides the formal leaders 
(managers along with their leadership styles), informal leaders can play a sig-
nificant role in overcoming the challenges of introducing new technologies. 
Fourth, in the case of AI adoption, leadership should be focused on commu-
nication, motivation (extrinsic and intrinsic), remuneration and ensuring the 
psychological safety of employees and potential external partners. The fifth 
set of facets that enable AI adoption is related to the building of competen-
cies in AI and other IT skills – either through training, tutorship or knowledge 
transfers across the organisation. If no internal capacities are available, ex-
ternal AI specialists must be hired. To sum up, the key sets of enablers of AI 
adoption related to the internal human factor are the attitudes and actions 
of top and IT managers, notably their leadership approaches (communication, 
motivation etc.), human resources management (hiring and HR development) 
and, last but not least, change management.
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Table 2: Enablers within the Structure element

Element – Structure Authors

– Establishing new/alternative organisational structures/
forms (roles) and processes

– Engagement and collaboration across organisations, 
e.g., innovative public–private partnerships and 
procurement models

– Strong exchange with other institutions regarding joint 
projects and the potential of AI – e.g., a governmental 
inter-organisational AI agency

– Intra-governmental digital service units are increasingly 
becoming a vital alternative for introducing new 
technologies due to their capacity to attract talent and 
expedite the implementation process

– The sharing of data and transferring of knowledge 
between organisations must be encouraged by: (1) 
understanding the data that are available and required; 
(2) inter-and cross-organisational alignment between 
project interests and expectations surrounding the data 
sharing; and (3) engagement within the organisational 
hierarchy, leading to the unification of expectations on 
the top and bottom levels of the organisation

– Internal collaboration: data and knowledge from different 
departments along with a common understanding of the 
aims, benefits and goals of AI projects

– Clarifying roles and responsibilities within the 
collaboration (e.g., by appointing champions)

– Project-oriented measures, agile project management 

Alshahrani et al., 2022,

Campion et al., 2022,

Chen et al., 2019,

Chen et al., 2023,

Ishengoma et al., 2022,

Mikalef et al., 2019,

Mikalef et al., 2022,

Plantinga, 2022,

Schaefer et al., 2021,

van Noordt and 
Misuraca, 2020a,

van Noordt and 
Misuraca, 2020b

Source: authors’ elaboration.

While examining the changes in organisational structure that enable AI adop-
tion, researchers (Alshahrani et al., 2022; Campion et al., 2022; Chen et al., 
2019; Chen et al., 2023; Ishengoma et al., 2022; Mikalef et al., 2019; Mikalef 
et al., 2022; Plantinga, 2022; Schaefer et al., 2021; van Noordt and Misuraca, 
2020a; van Noordt and Misuraca, 2020b) detected the following sets of ena-
blers: (1) introducing new organisational structures, e.g., projects along with 
agile management approaches; (2) inter-organisational collaboration, e.g., 
public–private partnerships, joint projects etc.; (3) intra-governmental digital 
service units that attract talents and accelerate implementation; (4) knowl-
edge transfer and data sharing between and within organisations (on all hi-
erarchical levels); and (5) intra-organisational collaboration – between the or-
ganisational units (departments) – to ensure a common understanding of the 
goals, purpose and benefits of the AI adoption. Accordingly, the key enablers 
concerning the organisational structure are the collaboration between and 
within public institutions and other stakeholders, reorganisations, and the in-
troduction of agile management.
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Table 3: Enablers within the Culture element

Element – Culture Authors

– Focusing on AI’s public value rather than on AI as a 
technology itself

– Cultivating awareness of what AI is, not only as a term 
but also its importance, tools, applications

– Promoting awareness of the potential opportunities 
and risks associated with AI in governmental 
environments among general managers, political 
appointees and street-level bureaucrats

– Cultivating a culture of cross-institution collaboration, 
developing collaborative management

– Organisational culture as an important element 
in facilitating the adoption or rejection of new 
technologies

– A culture of innovativeness and the right mix of 
financial and other incentives along with a push from 
higher levels

– Innovations that all stakeholders perceive as ‘value 
adding’

– Innovations regarded as easy to use and to 
experiment with

– Innovations compatible with the organisational values

– IT managers guided by public values will implement 
more ethical AI technologies

– IT managers developing an organisation-wide 
readiness perspective, not merely infrastructure 
investments and pools of data

– Senior management allowing experimenting with 
new ideas and technologies

– Methods of agile project management and a culture 
that allows a degree of failure

– Individual motivation – identification of employees 
interested in AI and thinking flexibly and innovatively

Alshahrani et al., 2022,

Campion et al., 2022,

Criado et al., 2022,

Ishengoma et al., 2022,

Mikalef et al., 2022,

Neumann et al., 2022,

Ojo et al., 2019,

Plantinga, 2022,

van Noordt and Misuraca, 
2020a,

van Noordt and Misuraca, 
2020b.

Source: authors’ elaboration.

The vast majority of researchers who concentrated on facets within the “Peo-
ple” element, which are mostly related to top and IT management support, 
leadership style and staff competencies, stress that the “Culture” element is 
just as important as the formal aspects of management, leadership and hu-
man resources management. The key enablers of AI adoption in the findings 
of Alshahrani et al. (2022), Campion et al. (2022), Criado et al. (2022), Ishengo-
ma et al. (2022), Mikalef et al. (2022), Neumann et al. (2022), Ojo et al. (2019), 
Plantinga (2022), van Noordt and Misuraca (2020a) and van Noordt and Misu-
raca (2020b) may be summarised as falling into six groups: (1) focusing on the 
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public value of AI along with its applications and benefits; (2) awareness of the 
opportunities and risks of AI, and fostering a culture of cross-institution col-
laboration; (3) building a culture of innovativeness where innovations are per-
ceived as ‘value adding’ by all stakeholders, as easy to use and to experiment 
with, and are compatible with the organisation’s existing values; (4) values of 
IT managers (ethics and the value of AI from an organisation-wide readiness 
perspective, not only relative to investments in technological infrastructure; 
(5) adaptability, agile project management, and a culture that tolerates fail-
ures and learning; and (6) individuals’ values (flexibility, innovativeness) and 
their motivation to be involved in AI adoption projects. It may thus be con-
cluded that the introduction of AI is not only about the changes in the or-
ganisational structure and human resources management, which are mainly 
focused on formal aspects of the organisation. It is important that managers 
on all levels engage in building a strong culture with values such as open-
ness, innovativeness, agility, collaboration, trust and ethics to ensure that the 
changes brought by the AI adoption are as smooth as possible.

Table 4: Enablers within the Technology element

Element – Technology Authors

– Highly developed digital government infrastructure 
with sufficient bandwidth, processing power of server 
hardware, memories, networks

– Compatibility of existing information systems with new 
AI technology

– A large network of interconnected computers
– Devices that immediately process large amounts of data
– Technologies for the easier storage and analysis of large 

data sets

– A sufficient amount (big data) of reliable and high-
quality data that must be cleaned, integrated, structured 
and secured for model learning

– Privacy protection and mitigation of ethical risks
– Governance and management of databases for the 

acquisition, management and storage of various data
– Ability to easily connect different data in distinct systems
– Inter-organisational and effective data exchange
– Functioning data ecosystem, including Internet of Things 

(IoT) systems and digital services
– Top-down approach – alignment of data infrastructure 

and data strategy
– Possibility of data analytics

– Coordinating the AI with potential users’ actual needs 

Alhashmi et al., 2019,

Alshahrani et al., 2022,

Campion et al., 2022,

Ishengoma et al., 2022,

Mikalef et al., 2022,

Neumann et al., 2022,

Noymanee et al., 2022,

Ojo et al., 2019,

Plantinga, 2022,

Schaefer et al., 2021,

van Noordt and 
Misuraca, 2020a,

van Noordt and 
Misuraca., 2020b,

Wirtz and Müller, 2019

Source: authors’ elaboration.

While addressing the “technology” element, it is essential to view it broadly; 
namely, as infrastructure that is crucial when it comes to AI adoption. Several 
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authors (Alhashmi et al., 2019; Alshahrani et al., 2022; Campion et al., 2022; 
Ishengoma et al., 2022; Mikalef et al., 2022; Neumann et al., 2022; Noyma-
nee et al., 2022; Ojo et al., 2019; Plantinga, 2022; Schaefer et al., 2021; van 
Noordt and Misuraca, 2020a; van Noordt and Misuraca, 2020b; Wirtz and Mül-
ler, 2019) highlight the presence of already mature digital infrastructure as an 
important enabler of AI adoption. Public institutions already functioning with 
higher degrees of eGovernment maturity and possess greater experience 
with ICT in their day-to-day work are better positioned for adopting AI due to 
their existing infrastructure, mindset and skills. A large network of intercon-
nected computers is fundamental for supporting the complex computations 
and data processes inherent in AI systems. Moreover, devices capable of im-
mediately processing large data sets are essential for real-time decision-mak-
ing and service delivery, a vital component of public sector operations. On the 
other hand, less digitally mature organisations may need to first update their 
existing IT systems to make them compatible with new AI technologies.

Data is the lifeblood of AI systems. A sufficient amount of reliable, high-qual-
ity data is required for AI model learning and development. This data must 
be cleaned, integrated, structured and secured, underscoring the importance 
of robust data governance and management. Different datasets have to be 
integrated, and data sharing between different organisations is highly recom-
mended. Further, a functioning data ecosystem, inclusive of IoT systems and 
digital services, is pivotal. The alignment of data infrastructure with an over-
arching data strategy, using a top-down approach, ensures coherence and 
direction in AI implementation. The ability for comprehensive data analytics 
further empowers public institutions to derive actionable insights and make 
informed decisions.

The fact that AI systems handle vast amounts of data, including sensitive in-
formation, makes privacy protection and the mitigation of ethical risks para-
mount. This entails not only technological safeguards but also policy frame-
works that govern the use of data and AI applications. Effective governance 
mechanisms must be established to address these concerns, thereby main-
taining public trust and assuring compliance with legal standards. Finally, the 
successful adoption of AI in public institutions crucially depends on the align-
ment of AI capabilities with potential users’ actual needs. This user-centric 
approach ensures that AI solutions are tailored to meet specific public needs, 
in turn enhancing service delivery and public engagement.

The successful adoption of AI in public institutions’ technological infrastruc-
ture is a multifaceted endeavour. It not only calls for technological advance-
ment but also strategic planning, robust data management, ethical considera-
tions, and user-centric design.
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Table 5: Enablers within the Processes element

Element – Processes Authors

– Development of a public business model for 
implementing AI solutions

– Quantifying the organisation’s AI maturity given that 
maturity is a measure that relates to the institution’s 
readiness and AI capability

– Strategy as the key factor in determining the success 
of AI adoption

– Re-engineering of existing processes

– Core processes must be as digital as possible to 
process large amounts of data usable for analysis

– The integration of AI into existing processes

– Implementing regulations and procedures to ensure 
that AI technologies function within reasonable and 
acceptable limits

– Developing the capability to design AI initiatives that 
are goal-oriented and focused on citizens’ needs

– Establishing AI deployment guidelines that 
incorporate standards for data collection and sharing

Campion et al., 2022,

Chatterjee, 2020,

Ishengoma et al., 2022,

Mikalef et al., 2022,

Neumann et al., 2022,

Noymanee et al., 2022,

Ojo et al., 2019,

Schaefer et al., 2021,

van Noordt and Misuraca, 
2020a,

van Noordt and Misuraca, 
2020b,

Wirtz and Müller, 2019,

Zheng et al., 2018.

Source: authors’ elaboration.

While investigating the changes in processes associated with AI adoption, 
researchers (Campion et al., 2022; Chatterjee, 2020; Ishengoma et al., 2022; 
Mikalef et al., 2022; Neumann et al., 2022; Noymanee et al., 2022; Ojo et al., 
2019; Schaefer et al., 2021; van Noordt and Misuraca, 2020a; van Noordt and 
Misuraca, 2020b; Wirtz and Müller, 2019; Zheng et al., 2018) detected several 
enablers. The suggested first step towards AI adoption is to develop a public 
business model tailored to AI solutions. This model serves as a blueprint, guid-
ing the integration of AI technologies into public sector operations. Under-
standing an institution’s AI maturity is pivotal in this transition. Maturity in this 
context refers to an institution’s readiness to integrate AI into its processes 
and enhance its existing AI capabilities. Quantifying this maturity permits or-
ganisations to gauge their preparedness for AI adoption, identifying areas of 
strength and opportunities for development. It serves as a diagnostic tool that 
informs decision-makers about the steps needed to make them more AI-ready.

Strategy emerges as a key determinant in the success of AI adoption. A well-
crafted strategy provides direction and clarity, aligning AI initiatives with the 
organisation’s overarching goals. It ensures that AI adoption is not an isolated 
effort but part of the bigger organisational vision. Re-engineering existing 
processes is an essential step on this strategic journey. It involves a critical 
examination and redesign of current operational processes to make them 
more compatible with AI technologies. This re-engineering assures that core 
processes are digitalised to handle and analyse large volumes of data, a pre-
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condition for effective AI functionality. Further, it facilitates the seamless in-
tegration of AI into existing workflows.

Adopting regulations and procedures is vital for ensuring that AI operates 
within reasonable and acceptable boundaries. The regulatory framework 
should address ethical considerations, data privacy and security concerns, 
providing clear guidelines on how AI technologies should be deployed and 
managed. Building the capacity to design goal-based and citizen-centric AI ini-
tiatives is another crucial enabler found in the literature. AI solutions should 
be developed with the end-user in mind, focusing on enhancing service deliv-
ery and citizens’ well-being. This approach ensures that AI technologies are 
not merely advanced but also relevant and beneficial to the citizens.

Finally, establishing AI deployment guidelines is imperative. These guidelines 
should include criteria for standardising data collection and sharing, ensur-
ing consistency and quality in data management. In conclusion, the successful 
adoption of AI within organisational processes is a multifaceted undertaking. 
It requires a strategic approach, process re-engineering, digital transforma-
tion, regulatory oversight, and a focus on citizen-centric solutions.

5 Discussion

Even though AI is still a relatively new technology, especially when talking 
about its implementation in public institutions, politicians, public managers, 
public servants and researchers are already aware that it will have a signifi-
cant influence on decision-making processes and the design, delivery, quality 
and efficiency of public services (Mergel et al., 2023). According to Bartol-
lotta and Gritt (2021) and Mergel et al. (2023), AI might lead to new public 
service models (externally), along with reorganisations, and changes in both 
employee skills and decision-making processes. On the other hand, the re-
sults of our research also indicate the opposite, which means the above-list-
ed organisational elements must be viewed as important enablers of effec-
tive and efficient AI adoption.

Before commencing our research, similarly to Mergel et al. (2023) we had as-
sumed that the adoption of new technology must always be considered in 
terms of the broader organisational context which public institutions are em-
bedded in and that AI is no exception. Our research shows that the key organi-
sational facets within Leavitt’s organisational elements (Nograšek and Vintar, 
2014) that influence/enhance AI adoption are: (1) top management support, 
IT managers’ openness to AI, leadership (communication, motivation), the 
development of employee skills (all related to the People element); (2) reor-
ganisations, inter- and intra-organisational collaboration, agile management 
approaches (all related to the Structure element); (3) building a culture of 
innovativeness, collaboration, ethics, flexibility and adaptability (all related to 
the Culture element); (4) mature digital infrastructure (both hardware and 
software), robust data management and privacy protection (all related to the 
Technology element); and (5) developing new business models based on a 
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maturity assessment and the design of strategies for process re-engineering, 
integrating the AI into existing processes, and developing new regulation and 
standards (all related to the Processes element).

While discussing the practical implications of our findings, we must bear in 
mind that public institutions’ adoption of AI holds the potential to provide nu-
merous benefits and public value to citizens, residents, businesses and NGOs. 
To gain insight into the state-of-the-art of AI adoption in public institutions, 
our study focused on organisational elements and their changes before and 
during the AI adoption. Each organisational element (people, structure, cul-
ture, processes etc.) enables/facilitates the adoption of AI. The findings re-
veal that to exploit the enablers and avoid numerous barriers while adopting 
AI, the complexity of AI adoption projects must be considered seriously, and 
these projects have to be managed carefully. Adopting AI in public institutions 
amounts to much more than simply implementing new technologies. Not 
purely technological, but several organisational elements dominate public in-
novation initiatives, such as AI. Practitioners should thus systematically and 
holistically plan, organise, lead and control AI adoption in public institutions. 
The results of the literature review may serve as useful guidelines for decision-
makers (policymakers and managers) and employees in different types of pub-
lic institutions while seeking to introduce new disruptive technologies such as 
AI, and when formulating policies, regulations, strategies and tactics for public 
institutions’ adoption of AI. Moreover, public and private sector stakeholders 
will have to act as partners in the responsible use of new technologies, value 
(co)creation and risk sharing to ensure the greater success of businesses and 
citizens’ well-being. In contrast, the biggest obstacles to effective and effi-
cient digital transformation for private sector entities are non-digitalised pub-
lic services and slow changes in regulatory frameworks. This means that public 
institutions must join in the digital transformation and, hand in hand with the 
private sector, not only follow the trends in private businesses but also sup-
port them with digital infrastructure (services) and regulation.

Although comprehensive, the presented systematic literature review may 
have limitations due to the quickly evolving nature of AI and associated or-
ganisational change literature. First, the division between the natural and 
social sciences in AI research creates a challenge. Technical studies in the 
natural sciences often overlook organisational change aspects, whereas the 
social sciences sometimes lack specificity while addressing AI’s technicalities. 
Notwithstanding the use of an extensive range of keywords, the inherent 
limitation of keyword-based searches may have led to some relevant stud-
ies being missed out. Second, the dynamic and interdisciplinary nature of AI 
and public institutions organisation research means some pertinent literature 
could fall outside the chosen search terms. The reliance on Scopus, although 
valuable for its extensive collection, might also introduce a selection bias. 
Relevant studies, especially those published in less recognised journals or in 
non-English languages, may have been omitted. Third, the field of AI is rapidly 
evolving, with new developments occurring frequently. The timeframe of the 
literature search (until May 2023) means that the latest findings, advance-
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ments and discussions might not have been captured. Fourth, while NVivo 12 
facilitates systematic coding and analysis, the interpretation of literature is in-
herently subjective. Different researchers might code and interpret the same 
text in varying ways, potentially influencing the conclusions drawn. Lastly, 
the findings are based solely on identified scientific literature, which may not 
comprehensively cover all practical instances of public institutions’ adoption 
of AI. Accordingly, the generalisability of the results could be limited.

Building on the findings of our study, we propose the following directions for 
further research. First, the research on AI adoption in the public sector should 
more intensively focus on numerous drivers of novelties’ implementation, not 
only on the technology itself (e.g., on different parts of holistic organisation-
al and business models). Second, multiple stakeholders’ involvement while 
adopting AI should be studied (i.e., consultation and engagement before the 
change, and analysis of their satisfaction after the change). This means that 
the enablers and benefits of efficient AI adoption should be measured (quan-
tified) through survey-based assessments by (at least) public managers, public 
servants and citizens in specific public sector subsectors. Third, while AI adop-
tion is mostly seen as greatly benefitting the development of humankind in 
the sense of increasing efficiency, transparency etc., researchers should not 
forget about studying the negative aspects of the use (or even misuse) of new 
technologies, e.g., breaking values, ethical standards etc.

6 Conclusion

Artificial Intelligence (AI) is rapidly transforming business and private domains 
of our world. Its gradual adoption by public institutions is revolutionising their 
operations, resulting in higher efficiency and effectiveness. Numerous stud-
ies show that AI’s adoption extends beyond the technological realm; it calls 
for a comprehensive transformation encompassing both tangible and intan-
gible aspects of an institution’s organisation, including the technological in-
frastructure (e.g., equipment, data management, maintenance, security), 
employee skills, management and leadership practices, organisational cul-
ture etc. Consequently, this underscores the importance of policymakers and 
other decision-makers on all levels considering these organisational elements 
while introducing new technologies, such as AI, in public institutions.

The successful adoption of AI in public institutions, as revealed by our system-
atic literature review, intertwines a spectrum of organisational facets on a 
seamless continuum. At the forefront are people – the essence of any institu-
tion – where the leadership of top management and IT professionals is vital. 
Their understanding, support, and proactive strategies set the stage for AI 
integration, fostering a culture of innovation and adaptability. This human-
centric approach interlaces with structural transformations, advocating agile 
management and collaborative efforts within and across organisations. Simul-
taneously, the organisational culture paradigm is shifting towards embrac-
ing AI’s potential, cultivating an environment in which risks are understood 
and opportunities are maximised. This cultural adaptability extends into the 
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technological realm where a robust digital infrastructure and data manage-
ment become the bedrock for AI systems. The integration of AI demands not 
simply technical compatibility but also a strategic alignment, ensuring that 
technology serves genuine public needs while respecting privacy and ethi-
cal standards. In harmony with these elements are the processes – the op-
erational backbone of AI adoption. Developing AI-focused business models, 
enhancing organisational AI maturity, and strategically aligning AI initiatives 
with organisational goals illustrate a conscious effort to mould processes that 
complement AI’s capabilities. This strategic approach is underpinned by re-
engineering efforts and (internal) regulatory frameworks, assuring that the 
integration of AI is smooth, ethical and citizen-centric. In essence, the jour-
ney of AI adoption in public institutions entails a harmonious orchestration 
of people, structure, culture, technology and processes. While distinct, each 
element is interconnected and collectively they driving the transition towards 
more responsive, effective and efficient public institutions.

Inspired by previous research, our study adopted a comprehensive approach 
to understanding the organisational elements linked to AI adoption in public 
institutions. It identifies five key organisational factors critical for integrating 
innovations: people (skills, motivation, change management), organisational 
culture (leadership, a culture fostering experimentation), structure (hierarchi-
cal changes, departmental involvement, agile methods), processes (process 
re-engineering, strategic planning for AI) and technological infrastructure (IT 
system maintenance, data management). The study points to the importance 
of addressing each of these elements because they present distinct oppor-
tunities and possible challenges in the context of adopting AI. It is crucial to 
meticulously study and maximise the use of enablers to optimise the benefits 
for all stakeholders in public institutions.
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